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Abstract: In vivo physiological assessments are typically done by either imaging techniques 
or by sensing changes in the attenuation coefficient. Using visible or near-infrared (NIR), 
imaging is mainly possible for thin tissues. On the other hand, clinical information can also be 
detected by examining changes in tissue optical properties. The most challenging aspect in 
sensing techniques is the spectral dependent scattering, which varies with the physiological 
state and tissue type. We have previously published our novel noninvasive nanophotonics 
technique for detecting tissue scattering based on reflectance measurements: the iterative 
multi-plane optical property extraction (IMOPE). The IMOPE reconstructs the reemitted light 
phase using an iterative algorithm and extracts the scattering properties based on a theoretical 
model. This paper presents the in vivo application of distinguishing between different mouse 
tissue areas. The reconstructed phase images reveal different areas in the inner thigh of a 
mouse, which are related to the muscle, bone, and skin. The IMOPE uses the reconstructed 
phases for sensing and detecting unseen components beneath the skin surface. This technique 
could be further applied to the diagnosis of various physiological states. 

© 2019 Optical Society of America under the terms of the OSA Open Access Publishing Agreement 

1. Introduction 

For many years, the detection of objects hidden behind opaque materials was considered 
challenging due to their random multiple scattering ability. Opaque materials, e.g. walls, 
doors, tissues, and bones, were considered accounted for as barriers. In recent years looking 
behind walls seems to become more reality than just fiction with through-the-wall radar 
imaging (TWRI) [1,2] or X-ray vision [3,4] techniques used for activities detection behind 
walls. When focusing on the physiological barriers, i.e. tissues, these barriers are mainly 
imaged using X-ray for computed tomography (CT) scans [5,6], ultrasound [7,8] and radio 
waves for magnetic resonance imaging (MRI) [9,10]. All those techniques use 
electromagnetic wave irradiation with wavelengths outside the optical window. One very 
common imaging technique which utilizes the optical window is optical coherence 
tomography (OCT) [11,12]. As most of the optical imaging techniques, the OCT can acquire 
high-resolution images of the surface of thin tissues. When trying to optically detect 
components behind thick tissues it may be preferable to use sensing techniques rather than 
imaging. For detecting components behind or within tissues using the optical window, one 
will need to use some manipulations (wavefront shaping [13,14], speckle correlation [15–17], 
etc.) either on the irradiated or the reemitted light. Photons reemitted from opaque material 
have gone through multiple scattering and possess the material internal information. This 
information, which is useful in various fields such as biology, medicine, material science, 
security, and intelligence, can be extracted by detecting changes in the attenuation coefficient. 
The attenuation coefficient is composed of both the absorption and scattering properties 
which pose a challenge in terms of spatial resolution and single property detection. 

We have suggested previously a noninvasive, nanophotonics technique for detecting 
tissue scattering, i.e. the iterative multi-plane optical property extraction (IMOPE) [18–22]. 
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The IMOPE’s fundamental idea is the relation between the light phase reemitted from the 
irradiated medium and its scattering properties. The reemitted light phase is reconstructed by 
the optical iterative Gerchberg-Saxton (GS) algorithm [23], which is known for beam shaping 
[24] and phase retrieval [25] for image reconstruction [26]. The GS algorithm uses captured 
intensity images and electromagnetic field propagation equations to reconstruct the phase that 
was lost once the images were captured. However, the IMOPE does not use the phase itself 
but rather its distribution, and specifically, the root mean square (RMS). Having the reemitted 
light phase RMS, the IMOPE compares it to a theoretical model. The radiative transport 
equation (RTE) [27] is the main approach to describe the propagation of light through tissues 
with the diffusion approximation being the most common analytical solution [28,29]. The 
steady state diffusion reflection (DR) theory is a widely known theory where the physical 
light source is represented by a sum of an isotropic source and an additional “image” source, 
based on the method of mirror images [30–32]. One known limitation of DR is that it’s 
inadequate close to the source entrance point [33]. To answer that, Piao et.al. suggested a 
modification where a master-slave dual-source model is taken into account [34]. Having the 
dual-model theory, only the reflected intensity is described. Hence, we have proposed to 
define the phase as the product of the wavenumber and average pathlength [21,22], which 
depends on the differential pathlength factor (DPF) [32,35]. Using this theoretical model, we 
have shown a high fit of the theoretical phase RMS to tissue-like phantom experimentally 
obtained phase RMS [21,22]. In this paper, we present the application of the IMOPE 
technique with the aforementioned theoretical model for detecting the influence of different 
tissue types within a mouse inner thigh. The in vivo experimental results indicate the IMOPE 
ability to sense a mouse muscle, bone, and skin by computing the phase RMS from different 
areas of the reconstructed phase images. 

2. Materials and methods 

2.1. Iterative multi-plane optical properties extraction (IMOPE) 

The IMOPE technique is composed of a theoretical model (described in [22]) and the iterative 
GS algorithm [23] combined with an experimental setup. The theoretical model links the 
reemitted light phase distribution to the reduced scattering coefficient (µs') of a medium. The 
IMOPE technique starts with reconstructing the reemitted light phase using recorded light 
intensity images, and the GS algorithm, calculates the phase distribution, specifically the 
phase RMS, and compares the experimentally obtained results to the theoretical model for 
extracting the reduced scattering coefficient. 

2.1.1. Multiple measurement Gerchberg-Saxton algorithm 

As mentioned previously, by using the multiple measurements GS algorithm the IMOPE 
algorithm reconstructs the reemitted light phase. Note, that the GS algorithm reconstructs the 
light phase that was lost based on electromagnetic field free space propagation (FSP) 
equations. The M planes used in the GS algorithm and the schematic sketch of the GS 
algorithm between two planes are presented in Fig. 1(a) and (b). The algorithm uses recorded 
intensity images, Ij at M planes; thereby the amplitude at each plane, Aj, can be computed by

j jA I= . Having Aj at each plane and an imposed initial random phase, 1ϕ at the first plane, 

we can calculate the estimated phase of the Mth plane as follows (Fig. 1(b) describes 
steps  2.1.1-  2.1.4): 

1. Set the input electrical field to be 1

1 1

i
P A e

ϕ=  

2. For planes j = 1,2,…M-1: 

2.1. For iterations t = 1,2,…T: 
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2.1.1. Propagate the light from Pj a distance of dz using the Fresnel FSP integral [36] 

to the next plane, resulting with a new electrical field 1

1 1

j
i

j j
P A e

ϕ
+

+ +
=  . 

2.1.2. Impose the magnitude of this field to be Aj + 1 (the measured amplitude at Pj + 

1) and keep the received phase
1j

ϕ
+

 results in 1

1 1

j
i

j j
P A e

ϕ
+

+ +
= . 

2.1.3. Propagate the field a distance of –dz back to Pj and replace the magnitude of 

the field to be the measured one, Aj, resulting in ˆ
j

i

j j
P A e

ϕ= . 

2.1.4. Impose the random phase
j

ϕ for the next iteration to be the received phase from 

the last iteration, ˆ
j

ϕ . 

2.2. If j = M-1, calculate the intensity RMS, ε, using Eq. (1) If ε > 
Threshold, go back to step  2.1.1 for further iterations. 

2.3. Set the new random phase for the next plane 
1j

ϕ
+

 to be the obtained 

phase from step  2.1.2 after T iterations. 

2.4. The next plane electrical field is now 1

1 1

j
i

j j
P A e

ϕ
+

+ +
=  

2.5. Continue to step  2 with the next two planes. 
At the end of the above algorithm, i.e., when j = M-1 and ε <Threshold, the estimated 

light phase of the last plane
M

ϕ is received. 

The Intensity RMS, ε, mentioned at step  2.1.5 is calculated as follows: 

 2

,

2
( , ) ( , )

1
M M

x y

A x y A x y
N γ

ε
∈

−=    (1) 

where N2 is the total number of pixels in our matrix, ( , )
M

A x y is the measured amplitude at
M

P ,

( , )
M

A x y is the amplitude obtained after the Fresnel FSP integral (received at step  2.1.1) and γ 

is the spatial region of interest. 

 

Fig. 1. (a) Light intensity images of M planes for the multiplane GS algorithm. (b) A schematic 
sketch of the GS algorithm with two planes. The algorithm operates between every two planes 
iteratively until it stops according to the threshold (Eq. (1)) and continues to the next two 

planes with the computed phase
1j

ϕ
+
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2.1.2. Experimental setup 

The phase is reconstructed by the multiple measurement GS algorithm using recorded light 
intensity images. Hence, a noninvasive reflection based experimental setup was designed 
(Fig. 2) to record multiple reflected light intensity images, separated by a distance dz. The 
setup is composed of a Helium-Neon (He-Ne) gas laser with a wavelength of λ = 632.8nm 
and power of 3.4mW, polarizers (LPVISE100-A, Thorlabs, Japan) for optical clearing 
purposes (where the first polarizer positioned where the maximum intensity is received, and 
the second polarizer is positioned in 90 degrees to it in order to clear the surface reflection) 
[37], a lens (focal length of f = 75mm) in order to focus the light beam and a CMOS camera 
(DCC1545M, Thorlabs, Japan). The lens, polarizer, and camera were set on a micrometer 
stage (distanced to receive a magnitude of 1) with an angle of 14.5° from the laser source; 
hence, the images were corrected accordingly. The samples were held by an adjustable 
holder, which was set on a 3-axis micrometer stage for fine-tuning during experiments. For 
each sample, the intensity images were recorded at multiple planes, by moving the entire 
camera-polarizer-lens assembly. 

 

Fig. 2. The experimental setup for recording light intensity images. An image of the setup and 
its components. The camera records images at multiple planes with equal intervals between 
them. The experimental setup was designed for reflection measurements. The light source is a 
He-Ne gas laser with λ = 632.8nm, the focal length of the lens is 75mm; polarizers were added 
for optical clearing purposes. The sample is set on three axis micrometer plates and can be 
adjusted in the x-y-z directions. 

2.1.3. IMOPE algorithm 

The IMOPE algorithm for extracting µs' (Fig. 3(a)), starts with the reconstruction of the 

remitted light phase  ( , )M x yϕ , by applying the multiple measurement GS algorithm with M 

light intensity images and the threshold conditions as detailed in the former section. The 
average value of the reconstructed phase is calculated and subtracted from the received phase 
image. The image of the reconstructed phase is then used for calculating the phase 
distribution, specifically, its RMS based on: 
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ϕ

γ

∈

∈
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 (2) 

where ( , )MA x y  is the amplitude at the desired Mth plane along z, γ is the spatial region of 

interest,  ( , )M x yϕ  is the reconstructed phase accumulated at the desired plane following 

propagating a distance of D and ( , )M x yϕ  is set to be zero. Note, that the final reconstructed 

phase values,  ( , )M x yϕ , vary in the range of [-π, π]. Hence, since we are looking for the 
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distance between the phase and 0°, negative and positive phase values will have the same 
influence on the RMS calculations. Following computing the phase RMS, the reduced 
scattering coefficient can be extracted by comparing the results to the theoretical model. 

 

Fig. 3. (a) A schematic description of the IMOPE algorithm for reconstructing µs'. After 
running the multi-plane GS algorithm with the threshold conditions between every two planes, 

the estimated phase ˆ
j

ϕ  is retrieved. The RMS is calculated and produces an estimation for µs' 

compared to the theory (as described in Eq. (2)). (b) Reconstructed absolute light phase images 
from tissue-like phantom with µs' = 0.9mm−1 and 1.3mm−1 (top and bottom respectively). 

We have published previously [21,22] how the reconstructed light phase images of 
homogeneous solid tissue like phantoms (Fig. 3(b), top and bottom corresponds to µs' = 
0.9mm−1 and 1.3mm−1 respectively) show two distinguishable areas. A circle area which was 
found to correspond to the single scattering regime and the area outside of the circle (which 
was labeled as a ring) to the multiple scattering regime. As the phantoms were homogeneous 
the border between those two regimes was a circle with a radius of approximately 1/µs'. 

2.2. In vivo experiments 

A C57BL male mouse (age 4.5 months) was anesthetized using 200μL of a mixture of 
ketamine 100mg/mL + xylazine 20mg/mL injected intraperitoneally. The mouse was laid on a 
flat surface with its inner thigh facing the laser (its hair was removed pre-measurements); it 
was placed on a sample holder, set on a 3-axis micrometer stage for fine tuning during 
experiments, and fixed to the polycarbonate mount. The surface of the mouse skin was kept 
perpendicular to the direction of the incident laser beam through the experiments. 

This study received institutional approval from the Bar Ilan University Institutional 
Animal Care and Use Committee. All in vivo measurements were performed under 
appropriate anesthesia: the mice barrier-controlled facility followed the Bar Ilan’s University 
Animal Care and Use Committee guidelines. The veterinarian, who handles the appropriate 
tests and treatment protocols, as required, inspected the mouse daily. All research protocols 
were followed closely by the veterinarian. All major procedures were performed in the 
surgical facilities using general anesthesia and standard, aseptic surgical techniques [38,39]. 
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3. Results: characterization of different tissue areas 

In order to extract the reduced scattering coefficient of different tissues, the IMOPE compares 
the experimentally obtained RMSs to a theoretical model, as described in section  2.1.3. The 
theoretical reflected light phase and its RMS are described in full details in [22]. In this 
model, the reflectance intensity from a semi-infinite homogeneous medium is described by 
using the master-slave dual-source configuration suggested by Piao et al [34]. For the 
reflected phase, however, as the DR theory lacks in phase description, we have suggested 
describing the phase as the product of the wavenumber and the average pathlength which 
depends on the differential path length factor (DPF) [21,22]. 

 2 22
( , )

n
x y DPF x y

πϕ
λ

= ⋅ +  (3) 

where n is the refractive index and λ is the wavelength. 
The relation between the phase RMS and µs', for the multiple scattering regime (presented 

in Fig. 4), was founded based on our theoretical model. For this regime, the RMS increases 
with increasing the scattering properties. Given the theoretical dependence of the RMS on µs', 
the scattering properties of tissues can be extracted. 

 

Fig. 4. Theoretically computed phase RMS for the multiple scattering regime. 

In vivo experiments were performed on a mouse as detailed in section  2.2 and three 
different positions on the inner thigh surface were measured, as can be seen in Fig. 5(a). The 
phase was reconstructed by applying the multi-plane GS algorithm (section  2.1.1) with M = 7 
light intensity images at the size of 2mm X 2mm, dz = 0.635mm the distance between images 
and the threshold condition. All those parameters were chosen according to the tissue-like 
phantom calibration experiments which were performed previously [22] with high 
compatibility to our theoretical model presented here in Fig. 4. Note that, the product of the 
number of planes (M) and the distance between them (dz) has to be higher than the transport 
mean free path (MFP’) in order to be in the multiple scattering regime. Looking at the 
reconstructed phase images, acquired at different spatial positions (x,y) and at the same depth 
(z), (Figs. 5(b)-(d)) there are a few distinguishable areas. The single scattering regime was 
marked with a black dashed circle and the different areas in the multiple scattering regime 
were marked with red and white circles (1-5 in Figs. 5(b)-(d)) in each image. In contrary to 
the reconstructed phase images obtained from tissue-like phantoms ( 2.1.3 Fig. 3), where the 
border between the different areas was a clear circle, the phase images reconstructed from the 
in vivo measurements have a few areas in one image and the border between them is not so 
discernible. The reason for that is the heterogeneity of the inner thigh of the mouse as 
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opposed to homogeneous phantom. Each point measured from the mouse's inner thigh is 
influenced by deeper components in its environment. For each of the 5 areas numbered in 
Figs. 5(b)-(d), the RMS of the phase was calculated and their values are presented in Table 1. 
The reduced scattering coefficient, which was extracted using the theoretical model presented 
in Fig. 4, is also shown in Table 1. Areas 1 and 2 have produced µs' > 2.5mm−1 which was 
found in the literature [40] to be related to a mouse bone. Note that, in the current optical 
configuration (with a magnification of 1), 2.5mm−1 is the upper limit of the measurements 
range. In area 3 the extracted µs' was between 0.5mm−1 and 0.9mm−1, where µs' = 0.5mm−1 
was reported for mouse muscle [40]. Area 5, which its phase image looks very similar to the 
first two areas (1 and 2), produced µs'~2.5mm−1. This value was reported before with relation 
to mouse skin [40]. Finally, area 4 produced µs'~0.9mm−1, as this value was not reported in 
the literature, we suspect is to be a complex of different tissue types combined together. For 
complex structures where few tissue types are mixed together, a comparison with additional 
sensing or imaging modalities will add the missing information for a better and more accurate 
IMOPE detection. Nevertheless, the reconstructed phase images reveal unseen components 
behind the skin surface. Note that the IMOPE is able to sense the influence of single tissue 
type with high precision. However, the accuracy on the exact (x,y) location of each tissue 
type is not yet feasible based on the reconstructed phase images and the RMS values. 

 

Fig. 5. Phase images of different areas in a mouse inner thigh. (a) The mouse placed on the 
IMOPE sample stage with the laser radiating its inner thigh. (b)-(d) the reconstructed absolute 
phase images of three different positions at the inner thigh of the mouse. The phase 
reconstructed using the multi-plane GS algorithm as mention in section  2.1.1 with M = 7 
intensity planes, dz = 0.635mm, and images of 2mmX2mm. 

Table 1. Differentiation between different tissue types according to the RMS values based 
on the reconstructed phase images. 

Area 1 2 3 4 5 

RMS 1.40 1.32 0.42 0.54 1.25 

μs’ [mm−1] >2.5 >2.5 0.5- 0.9 ~0.9 ~2.5 

4. Conclusions 

This paper presents the in vivo application of the nanophotonics IMOPE technique for 
detecting different tissue types of a mouse. The IMOPE extracts the scattering properties of a 
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medium by a combination of an experimental setup and an iterative algorithm for phase 
reconstruction. We have previously suggested the use of the phase RMS as an indicator for 
turbid medium reduced scattering coefficient based on tissue-like phantom experiments. First, 
the reflected light phase is reconstructed using the GS algorithm and light intensity images 
recorded in the experimental setup. Then by looking at the reconstructed phase images, 
distinguishable areas are marked, the RMS is computed from each area and compared to the 
theoretical phase RMS under the same reconstruction conditions. In this paper, we present 
how by computing the phase RMS, at different areas in the reconstructed phase images, 
various tissue types can be detected. The IMOPE, as a sensing technique, detected the 
influence of hidden components under the skin surface such as muscle and bone with high 
precision. 
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